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\textbf{Abstract:}

The article presents the basic principles of building and using a monitoring and analysis system of social media on cybersecurity, based on the concepts of Big Data, Data/Text Mining, Information Extraction, Complex Networks. The authors substantiate information technologies for creating a system of content monitoring, selection of relevant information from social networks, implementation of search engines for their refinement by users, saving queries as RSS feeds, and maintaining personal databases in client applications.

The described OSINT system is based on collection of information from open sources, its analysis, preparation and timely delivery of the final product to the customer in order to solve certain intelligence tasks. Hence, the system is the result of a systematic collection, processing and analysis of the necessary publicly available information. It is based on the application of methods and tools of information retrieval, data analysis and aggregation of information flows, and is used for social media content monitoring as a component of decision support systems for information and cybersecurity.
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Introduction

Currently, in a hybrid war with a developed information component at many levels of government, there is a need to take into account information that appears in social media. It is known that information flows are sometimes a component of information confrontations, the content of which is aimed at implementing pre-planned psychological impacts on the audience to achieve predetermined goals. Such information, on the one hand, contains a lot of “noise,” misinformation, and, on the other hand, is the most operational. A significant amount of information resources in global networks contains various expert assessments, some of which are associated with the implementation of information threats, in particular, cyber threats. Based on this, accounting for information on web feeds is of great importance for solving problems in the field of ensuring cyber security, but until now there were no affordable budgetary solutions to the problem of targeted information, providing analytical generalizations to corporate users based on information from social networks. The paper suggests and substantiates approaches to building a corporate system for monitoring and analyzing social media, which are based on the concept of processing large amounts of data (Big Data) from social media on cybersecurity issues, extracting knowledge from text arrays (Text Mining, Information Extraction).

One of the most important tools for ensuring cybersecurity today is Open Source IN Telligence (OSINT) – one of the areas of intelligence, which includes the search, selection and collection of intelligence information obtained from public sources, and analysis of this information. The essence of the OSINT process is to search and analyze information obtained from open sources, collecting information and its further analysis, generating reports on the object of observation.

When creating systems for analyzing information from social media, it is necessary to solve the problem of large amounts of data obtained for analysis, their dynamics and a tendency to constant changes. This problem and ways to overcome it are called Big Data today. In this case, the implementation of the collection, cleaning, storage, retrieval, access, transfer, analysis, and visualization functions of such sets as a holistic entity rather than local fragments is problematic. “Three V” are noted as defining characteristics for big data: (Volume, volume of physical volume), speed (Velocity, growth rate and the need for high-speed processing and obtaining results), diversity (Variety, the ability to simultaneously process different types of structured and weak structured data).

Today, according to research by Gartner, the term Big Data has already exceeded the peak of the famous Hype Cycle. In Fig. 1 shows the statistics of user queries to the Google system for the phrase "Big Data" (Google Trends service, https://trends.google.ru/).

Big data is a term that means a lot of data sets so voluminous and complex that makes it impossible to process them using the existing traditional database and application management tools.
The work goal – a description of the technological foundations and tools for analyzing the content of social networks on cybersecurity, the corporate system with the maximum use of open access components to automate the processes of searching, monitoring, collecting, processing, analyzing, accumulating and storing information and then providing it to users and interacting decision support subsystems.

Recent research and publications analysis. When analyzing the literature related to the topic of this article, one can identify several important areas related to working with open data for solving cyber security problems, namely, open source intelligence (OSINT), working with big data (Big Data), and social networks analysis (Social Networks Analysis), extracting knowledge from texts, deep analysis of texts (Information Extraction, Text Mining).

Figure 1: – Queries “Big Data” dynamics (on the horizontal axis - time, on the vertical axis - popularity points from 0 to 100).

The most significant of modern research, which belong to the direction of OSINT, include works of Layton and Watters 3 (Issues of automatic data collection, APIs and tools, machine learning algorithms, application of geographic information methods), Akhgar, Bayerl, and Sampson 4 (An open source operational research methodology for addressing security, combating organized crime and counter-terrorism issues – from planning to deployment), Memon and Alhajj 5 (Open source intelligence in the context of counter-terrorism, including models, tools, methods and case studies), Appel 6 (trends in the use of OSINT in the field of cybersecurity, methodology of Internet analytics in the legal framework) and many others.

As part of the analysis of Big Data are currently known studies by authors such as J.W. Foreman 7 (Mathematical optimization methods and genetic algorithms, data clustering methods, forecasting for processing large amounts of data), N. Marz, J. Warren 8 (Approach to the organization of data storage and processing, methodology of using open tools: Hadoop, Cassandra, Cascalog, ElephantDB and Storm with Trident), D. Cilen, A. Meysman, M. Ali 9 (Theoretical foundations, machine learning algorithms, NoSQL type DBMS, stream data processing, text mining, information visualization), K. Krishnan 10 (Strategies, archi-
tectures and implementation of high-performance solutions for data warehouses and unstructured data) and other.

Social network analysis (SNA) is the process of studying social structures using networks and graph theory. SNA characterizes network structures in terms of nodes (individual actors, people, or things) and the edges or connections (relationships or interactions) that connect them. Examples of social structures that are usually visualized using special tools are social networks, meme distribution networks, information networks, friendship and dating networks, knowledge networks, working relationships, cooperation, business networks, social networks, family ties, infection, and the like. These networks are often visualized as sociograms, in which nodes are represented as points, and connections are represented as lines.

The works of such modern scientists as J. Kleinberg and D. Easley are devoted to the analysis of social networks (Strong and weak connections in social networks, structural balance in networks, modeling of network traffic using game theory, strategic interaction in networks, information networks), G. Ragozini, M. P. Vitale (Creating association rules based on network analysis. Application in medicine, formation and research of a disease codes network, analysis of such networks by means of clustering algorithms), M. Kaya, J. Kawash, S. Khoury, Ö. Erdogan (Memes on social networks studying and clustering, similarities between texts, emerging events identifying, forecast), K.A. Zweig (Network analytical activities, methods of presenting data in the form of complex networks, models of random graphs, centrality indices and their use in network analysis, the humanitarian aspect of the analysis of social networks, etc). A large number of works are currently devoted to the in-depth analysis of information from social networks, among which the monographs by M. Russell (Information extraction from various social networks, research of application program interfaces of various networks, analysis of text files, determination of text similarity, classification, pattern recognition, neural networks in the analysis of social networks).

Open Sources Intelligence

According to OSINT is based on the collection of information from open sources, its analysis, preparation and timely delivery of the final product to the customer in order to solve certain intelligence tasks, that is, OSINT is the result of a systematic collection, processing and analysis of the necessary publicly available information.

OSINT in cybersecurity is determined by a number of aspects, including promptness of receipt, volume, quality, reliability, ease of further use, cost of receipt, etc. The process of planning and preparing for OSINT management is influenced by the following factors:

- the effectiveness of information support is achieved by collecting information from the Internet, user content, hashtags, etc.
• relevance. The availability, depth and scope of publicly available information allows you to find the necessary information without involving other specialized intelligence tools;
• simplification of data collection processes. OSINT provides the necessary information, eliminating the need to attract unnecessary technical and human resources;
• depth of data analysis. As part of the intelligence process, OSINT enables in-depth analysis of publicly available information in order to make appropriate decisions.;
• efficiency. A sharp reduction in access time to information on the Internet. Quick receipt of valuable operational information. The situation, which is changing rapidly during crises, is most fully reflected in the current news;
• volumes. Ability to mass monitor certain information sources in order to find targeted content, people and events;
• quality. Compared to special agents’ reports, open source information is devoid of subjectivity;
• reliability;
• ease of use. OSINT data can be easily transferred to any interested instances, they are open;
• cost. The cost of obtaining data in OSINT is minimal.

**Technologies for Working with Big Data**

When collecting, analyzing open data from the Internet, problems arise in processing large amounts of data, the need for search and navigation in dynamic information flows. A huge number of multilingual dynamic information resources, the dominance of information noise makes it difficult to find the necessary information, operational analysis, and hence the use of open sources in information and analytical work.

Most of the above problems are topical issues of semantic processing of large dynamic information text arrays.

Currently, technological concepts such as Big Data, Complex Networks, Cloud Computing, Data/Text Mining are used to solve these problems.

Increasingly, an ontological approach is used to build subject areas models, in particular, in the cybersecurity field.

Over the past few years, various systems for storing and processing large amounts of data have appeared. Among them are Hadoop ecosystem projects, NoSQL non-relational databases (DBs), and search and analytic systems like Elasticsearch. Hadoop and any NoSQL database have their advantages and applications.

Elastic Stack is an ecosystem of components that are used to search and process data. The main components of Elastic Stack are Kibana, as well as Logstash, Beats, X-Pack and Elasticsearch. The core of the Elastic Stack is the Elasticsearch search engine, which provides capabilities for storing, searching and processing
data. The Kibana utility, also called a window in Elastic Stack, is a visualization tool and user interface for Elastic Stack. Logstash and Beats components allow you to transfer data to Elastic Stack. X-Pack provides powerful auxiliary functionality.

Elasticsearch is a fast, distributed real-time search engine for full-text data search and analysis. Typically, Elasticsearch is used as the base search engine and is the main component of Elastic Stack.

Elasticsearch is built on Apache Lucene technology, and therefore differs from traditional relational database or NoSQL solutions. The main features of using Elasticsearch are listed below:

- unstructured data that are processed;
- search capability;
- data analysis capability;
- support for custom libraries and REST API;
- easy management and scaling;
- high speed.

The Elasticsearch system can be used separately, without any other Elastic Stack components.

Kibana – visualization tool for Elastic Stack, which provides a visual representation of data in Elasticsearch. Kibana offers many options for visualizing information, such as a bar graph, map, line graphs, etc. Kibana allows you to create visualizations and examine data in an interactive view in real time, as well as generate high-quality reports.

Elastic Stack is a flexible platform with an expanded set of tools that allows developers to create their own programs thanks to the great support of programming languages and REST API.

Today, Elastic Stack components is a promising main building system for big data from social networks, in particular, on cybersecurity issues.

Sphinx (from SQL Phrase Index) is a full-text search engine for big data - Sphinx. It is used as a search engine in the currently built existing system, which is described in this paper. Sphinx is distributed under the terms of the GNU GPL or, for version 3.0 + without source code. A distinctive feature of Sphinx is its high indexing and search speed, as well as integration with existing DBMSs (MySQL, PostgreSQL) and APIs for common web programming languages (officially supported by PHP, Python, Java; there are implemented for Perl, Ruby, .NET and C ++). The official site of the system is http://sphinxsearch.com/. Sphinx system has the following features:

- high indexing speed (up to 10-15 MB / s for each processor core);
- high speed full-text search (up to 150-250 queries per second for each processor core with 1,000,000 documents);
- large scalability;
- distributed search support;
• support for single-byte encodings and UTF-8;
• support for morphological search - there are built-in modules for several languages;
• support for existing databases (PostgreSQL and MySQL), as well as ODBC-compatible databases (MS SQL, Oracle, etc).

Neo4j, a graph open-source Java database management system with transaction support (ACID), is promising for the processing of conceptual networks of semantic search within the framework of analyzing big data from social media. To date, this system is considered the most common graph DBMS.

Neo4j saves the data in a proprietary format specially adapted for the presentation of graph information. This approach, in comparison with the relational DBMS, allows additional optimization, while the graph does not need to be placed entirely in the server’s RAM, which allows processing large network structures. Queries in Neo4j can be done directly through the Java API or in the Gremlin languages created in the open-source project TinkerPop and Cypher, which is the query and data manipulation language for graph storage.

**System Functionality**

Relevant approach to solving the problem of creating such a corporate system under consideration is the simultaneous use of methods and tools of information retrieval, data analysis and aggregation of information flows. Created system of the social media monitoring and analysis, automatic processing of full texts from social media for a certain period related to the topic of “cybersecurity.”

Information is collected in the search mode on social media (websites, social networks, instant messengers, blogs, etc.). The queries (the key phrase for searching the relevant social network, if possible, otherwise an account) are read by the program from special configuration tables. Next, the search and output records matching queries come. After that, unique records are written to the server database.

Analysis of existing approaches to the aggregation of thematic news has led to the need and possibility of creating a set of tools for social networks content monitoring on selected issues, in particular, cybersecurity. 20

The system that is described includes means of personalization, providing online access to databases, including from mobile devices, for which the possibilities of RSS formats are widely used. The choice of "ready-made" software components is justified, self-developed tools are described (scanners of social networks, means of forming dynamic RSS feeds), and the results of their integration into a single complex are presented.

For example, we dwell in detail on the methodology for collecting information from the selected channels of the Telegram messenger. There are three known ways of accessing automated data collection to this resource. The first is direct access to the messenger at an address like https://tlgrm.ru/channels/@kpilive. In this case, kpilive is the name of the channel (specifically in this...
case – National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute” channel – KPI live). The second, in another format, at the address of the redirect type: https://tlg.repair/s/kpilive. The third is access to channel information in Atom format through an external aggregator RSSHub: https://rsshub.app/telegram/channel/kpilive.

To create a text corpus based on the content of the channels of the Telegram messenger, the first step is to create a list of channels that may interest the researcher. To do this, you can refer to the numerous directories of these channels located on the network. Choose, for example, located at https://ru.telegram-store.com/catalog/product-category/channels/ (more than 50 thousand channels). Entering in the search mode the word we are interested in, for example “Ukraine”, we get two pages of links to the address: https://ru.telegram-store.com/?s=Ukraine. We form the list of channels in a format:

@nowasteukraine
@onlineukraine
@sos_ua
@ua_rozvynuta
@ukraine_novosti
...

We scan the resources of the selected channels using the freely available program for obtaining information from network resources. It is known that there are several software agents (spider programs) that scan content from network resources via HTTP / HTTPS. We select the wget program, which is part of many systems. We use the channel list given in clause 1, form the address lists for the three access paths to the resource:

a:
https://tlgrm.ru/channels/@nowasteukraine
https://tlgrm.ru/channels/@onlineukraine
https://tlgrm.ru/channels/@sos_ua
...

b:
https://tlg.repair/s/nowasteukraine
https://tlg.repair/s/onlineukraine
https://tlg.repair/s/sos_ua
...

c:
https://rsshub.app/telegram/channel/nowasteukraine
https://rsshub.app/telegram/channel/onlineukraine
https://rsshub.app/telegram/channel/sos_ua
...

After starting the spider program with the command:

wget –i addr_list –O file,
we get 3 files corresponding to the given approaches. The parameters of the
given program specify the file name with the list of addresses (–i) and the name
of the source file (–O). Approach c) gives the fullest completeness; moreover,
its Atom format is standard, but considering that it corresponds to an external
service with respect to Telegram, approach b) is accepted for implementation,
the second in completeness.

In the third and final stage, the collected complete data is converted into the
text corpus format required for the study (up to XML 1.0 format), which can
then be loaded into the Sphinx information retrieval system, a fragment of
which is such:

```xml
<?xml version="1.0" encoding="utf-8"?>
<sphinx:docset>
    <sphinx:schema>
        <sphinx:field name="subject"/>
        <sphinx:field name="content"/>
        <sphinx:field name="source"/>
        <sphinx:field name="datetime"/>
        <sphinx:attr name="url"/>
    </sphinx:schema>
    <sphinx:document id="1_tg">
        <subject> Festivals, concerts and literary readings </subject>
        <content> Festivals, concerts and literary readings - these events are not
        paused at all due to quarantine... </content>
        <source>Telegram: novoe_vremya</source>
        <datetime>20200425 14:20</datetime>
        <url>https://tlgrm.ru/channels/@novoe_vremya/11263</url>
    </sphinx:document>
```

The above technique can be used to extract data, analyze texts published by
users of the Telegram messenger. A similar technique with some adaptations
was used to form text arrays from other social media.

A model of a system for monitoring information from external systems - so-
cial media - was created by the authors in the Institute of Special Communica-
tions and Information Protection of National Technical University of Ukraine
“Igor Sikorsky Kyiv Polytechnic Institute.”

Monitoring is carried out continuously in time from such systems as Twitter,
Youtube, Reddit, Telegram etc. Monitoring results are available in various
modes – search and analytical. The user accesses the system through a web
browser or RSS aggregator.

The system of analysis of big data from social media provides the implemen-
tation of such functions:

1) Formation of the information fund by collecting according to certain crite-
rria and accounts of the information given in national codings from information
resources of the Internet: web-sites; blogs: Twitter, Livejournal; social net-
works: Facebook, Instagram, Reddit, Medium; video hosting: YouTube, RuTube; scientific communities: Academia.edu, ArXiv.org; messengers: Telegram.

2) Adjustment by the system administrator of modules for automatic scanning and primary processing of information from websites and social networks. If necessary, create accounts through which the system will be able to access certain social networks.

3) Maintaining retrospective full-text databases from information collected from the Internet, creating, rotating databases and ensuring the formation of internal vocabulary data sets in different languages (message indexing) using a universal coding system (UTF-8).

4) Identification of duplicates and similar information messages (including in different languages), grouping of duplicates and similar information messages in the search engine results.

5) Implementing a full-text search using queries in different languages.

6) Initial analysis of text messages stored in the system’s databases: automatic detection of named entities (faces, company names, brands, geographical names, etc.), determination of tonality, identification of support words by statistical algorithms in information materials in different languages.

7) Formation of analytical reports, including information portraits and plots, which are based on the use of key words in different languages, thematic rubricating of documents.

8) Integration with geographic information system.

9) Data analysis and visualization; visualization of statistical data: according to certain sources, the number of downloaded messages for a period of time; graphs (histograms) of the distribution of the number of information messages, indicating the distribution of quantitative indicators by sources, types of sources, date.

10) The use of wavelet analysis to study thematic information flows. The technology of using wavelets makes it possible to identify single and irregular “bursts,” sharp changes in the values of quantitative indicators at different time periods, in particular, the volume of thematic publications on social networks. In this case, the moments of the occurrence of cycles can be determined, as well as the moments when chaotic oscillations occur in periods of regular dynamics. Well-known wavelets such as the Mexican hat and Morlet wavelet accurately reflect the dynamics of information operations.

11) Prediction of the development of events based on the analysis of the dynamics of publications in social media. For this, the fractal theory and nonlinear analysis methods are used. The time series generated by thematic information flows also have fractal properties and can be considered as stochastic fractals. Wave methods can be used for forecasting.

12) Providing access to many users to the system, delimiting access to system resources.

The basis of the hardware platform of systems for analyzing big data from social media is still the servers:
• information proxy server (a rented virtual server providing anonymous collection of information located on an external data center. With the development of the system, there may be several such servers. This server, on the one hand, is designed to provide reliable services to users of corporate networks, and, on the other hand, it can provide data exchange with similar external proxies);

• data collection server (server for collecting data from Internet resources. It can extract data according to scenarios defined by the administrator directly from Internet resources, or through information proxies);

• analytics server (the server carries out analytical processing of information and information retrieval. Using the server, databases of historical information are supported. Analytical processing of information includes: extraction of concepts; geoinformation support; definition of tonality of messages; formation of information; analysis of the dynamics of messages; forecasting; analysis of an array of information sources, etc.);

• front-end server (a web server from which end users can access through web browsers, RSS aggregators, or through application APIs to system resources).

The interface of the system of analysis of Big Data from social media

The system of analyzing large amounts of data from social media “Cyber aggregator”24, 25 provides the user with a web interface from which functions for searching and analyzing information in social media are available to him (Fig. 2).

The system user is provided with documents upon request both in the retrospective database (Search) and in the current information (Current), as well as for data analysis (Analysis). The centerpiece of the interface is the digest of the most relevant messages. In a separate block (Queries), saved user queries are reflected. Statistical information regarding filling in the system database from individual social media is available in a special section (Sources statistics).

Figure 2: User interface of Cyber Aggregator system.
The user can enter and save queries in a special query language that supports searching by words and phrases, using logical operators. Requests can be individual words, for example, “hacking attacks” or “block chain.” Search can be performed within a separate social network or in the entire database. As a result of a search by query “cybersecurity & coronavirus” (Fig. 3), the user is presented with a list of relevant message headers with hyperlinks to the full texts of these messages in the system, as well as to these messages in social media.

If the query produces documents that meet information needs, then it can be saved for future use (Add Query). It is possible to further output the found messages in RSS format (with the subsequent loading of these results into the so-called RSS aggregators on an ongoing basis), as well as displaying the search results with details on a geographical map, which is scaled both in automatic mode and through settings (Fig. 4).

In Analytical mode (Analysis), the user is provided with a number of tools, the first of which is a graph (Graph) corresponding to the time series of the number of relevant message requests per day (Fig. 5).

The user is also given the opportunity to view the main plots (Digest) on the topic “blockchain” (Fig. 6), clusters, grouped according to predefined key words.

The system provides modes for forming networks of concepts that correspond to individual messages (persons, brands), information sources (Fig. 7). These modes allow you to rate the concept, to explore the relationships between them.

The "Analytics" mode provides the possibility of forecasting (Forecast) by the method suggested by D. Sornette which is based on the analysis of the regularity of market prices in commodity and stock markets before the collapse, crises. "Crises" in the information flows from social media is a sharp increase in
the number of publications on a specific topic. Such an increase may signal an information attack, for example. Information flows are very similar in behavior to the processes that Sornette studied. Therefore, its model is selected as the main model for the forecast. It is noted in the Sornette works that before the collapse, the price is characterized by a power-law growth, complicated by log-periodic fluctuations that converge to a critical point, where the probability of collapse reaches its maximum value. The corresponding power model, which takes into account linear log-periodic oscillations, has the following form:
In this model $t_c$ — the critical time (crisis time). The model coefficients $A$, $B$, $\omega$, $\varphi$ are determined using a selection procedure. Using the Sornette model (Forecast key, Fig. 8), you can obtain forecast values for the number of relevant publications based on the monitoring data.

**Conclusions**

The paper describes the basic principles of building and using a monitoring and analysis system of social media on cybersecurity, which are based on the concepts of Big Data, Data/Text Mining, Information Extraction, Complex Networks.

The information technologies of creating a system of content monitoring of social networks on certain issues, selection of relevant information from social networks, implementation of search engine for their refinement by users, saving queries as RSS feeds, maintaining personal databases in client applications are suggested and substantiated.

The practical significance of the obtained results is to create a working model of the content monitoring and analysis of social media system, ready for use as a component of decision support systems for information and cyber security.
Figure 7: The network of interconnected information sources on which messages are published on query «Blockchain».

Figure 8: Forecast line according to the Sornette algorithm for the time series on query «cybersecurity coronavirus».
The work is introduced into the educational process of the Institute of Special Communications and Information Protection of National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute.”

By the level of readiness, the system can be estimated as TRL (Technology readiness levels) 4 or 5 (Technology validated in lab or Technology validated in relevant information environment).

The study of the system and the principles of its construction are included in the educational process as a demonstration of a stack of modern technologies for working with big data. In the future, it is planned to introduce the system into the state authorities of Ukraine.

The main area of further research is the automatic generation of domain models, semantic maps, and scenarios of activities in the cybersecurity field.
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