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A B S T R A C T : 

Sensors and sensor networks are widely used in various industries and human 
activities and main components of the Internet of Things and Industrial Inter-
net of Things concepts. Nowadays, huge amounts of data, called Big Data, can 
be transported and collected using sensor networks. This article presents ap-
proaches for providing sensor networks’ stability estimation for transporting 
Big Data and collecting respective use cases. The proposed estimation 
method allows to detect sensor network’s components that decrease data 
transport system stability. Consequently, additional connections or sensors 
can be added to increase stability. In the case of data collection, the solution 
consists of finding the most vulnerable sensor and an optimal position for the 
additional sensor with given intersection levels with other sensors. Simulation 
results confirm the feasibility and effectiveness of the proposed approaches. 

A R T I C L E  I N F O : 

RECEIVED: 07 JUNE 2020 

REVISED:  08 SEP 2020 

ONLINE:  22 SEP 2020 

K E Y W O R D S : 

sensors, sensor network, Big Data, sensor network 
stability, coverage radius, data loss 
 

  Creative Commons BY-NC 4.0 

  

mailto:stiv.inna@gmail.com
https://pst.knu.ua/
https://www.unibit.bg/
https://www.ue-varna.bg/
https://creativecommons.org/licenses/by-nc/4.0/legalcode
https://orcid.org/0000-0001-9298-8244
https://orcid.org/0000-0002-4785-0702
https://orcid.org/0000-0002-9457-7454
https://orcid.org/0000-0002-9378-9535
https://orcid.org/0000-0003-2387-1442
https://orcid.org/0000-0002-2264-7329
https://orcid.org/0000-0002-1284-2606
https://creativecommons.org/licenses/by-nc/4.0/legalcode


V. Petrivskyi, G. Dimitrov, V. Shevchenko, et al.  ISIJ 47, no. 1 (2020): 141-154 
 

142 

Introduction 

According to the great number of advantages and opportunities sensors take a 
great part in all human activities nowadays. Main sensors’ advantages are their 
size, applications, low energy consumption, usability.1 Sensors are used for Big 
Data collecting and measurement tasks (temperature, pressure, flow rate, 
etc.),2; 3 analysis,4 scanning,5 detecting.6 Also, sensors are parts and widely used 
in the Internet of Things and Industrial Internet of Things concepts.7 According 
to 8 Internet of Things is the network of physical objects accessed through the 
Internet that contain embedded technology to interact with internal states or 
the external environment. The areas of sensor networks application are envi-
ronmental monitoring, home intelligence, health care sphere, industrial pro-
cesses control, agriculture sphere.9 A huge amount of data, called Big Data, can 
be transported and collected using sensor networks. Collected with sensors and 
sensor networks Big Data can further be used for processes modelling and prog-
nosis.10; 11 But like any network sensor networks are at risk. The main threats for 
sensors networks are connection loss, different types of attacks,9 trusted and 
unauthorized sensors, wireless communication channels.12 Pass loss modeling 
for wireless sensor networks presented in the paper.13 In the article 14 authors 
proposed sensor networks active defense model based on the game theory. A 
dynamic clustering technique for maximizing wireless sensor networks stability 
presented in the paper.15 In papers 16; 17 coverage and connectivity techniques 
with deployment algorithms in wireless sensor networks are presented. Also, in 
the article 17 authors distinguish sensing range and communication range of the 
sensor, but in our case, it is single range called “coverage radius”. Optimal sen-
sor’s placement problem described in papers.18; 19 It should also be taken into 
account that sensors can be static and movable. Sensors’ movability can also 
cause data and connection losses, decreasing coverage radiuses, signal’s dete-
rioration. Therefore, sensor networks modelling and fault tolerance testing are 
a pressing issue in modern conditions. Results of the research can be used for 
detecting vulnerable sensor networks’ components and finding optimal place-
ment for additional sensors with the given coverage zones intersection levels. 

Sensor networks vulnerability estimation 
Suppose we have a sensor network that consists of 𝒏 sensors. It is obviously 
there are connections between sensors. Describe these connections using the 
appropriate matrix A with elements: 

 𝑎𝑖,𝑗 = {
1, 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 𝑖𝑠 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒
0, 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 𝑖𝑠 𝑢𝑛𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒

, (1) 

where 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑗 = 1, 𝑛̅̅ ̅̅̅, 𝑛 – number of sensors. 

Estimate the importance of each sensor network’s element and mark it 𝑐𝑖, 
𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑛 – number of sensors in the network. Described estimations can get 
any value, but for the forward calculations all estimations must be normalized, 
that is 0 ≤ 𝑐𝑖 ≤ 1. Determine the importance estimation of each connection 



Information Technology for Big Data Sensor Networks Stability Estimation 
 

143 

and form appropriate matrix 𝐾. Elements of this matrix will be calculated in the 
next form: 

 𝑘𝑖,𝑗 = 𝑎𝑖,𝑗 (
𝑐𝑖+𝑐𝑗

2
), (2) 

where 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑗 = 1, 𝑛̅̅ ̅̅̅, 𝑛 – number of sensors. 

Let consider two main cases: 

1. Data passing; 

2. Data collecting. 

Consider the first case. Suppose we have a sensor network that consists of 𝑛 
sensors and performs data passing from the first sensor or source to the last 
sensor or target. Mark source sensor as 𝑠1 and target sensor as 𝑠𝑛 (Figure1).  

 

Figure 1: 𝒔𝟏…𝒔𝒏 system example. 
 

Form the matrix of transitions between sensors, mark it 𝐻. Elements of this 
matrix will be equal: 

 ℎ𝑖,𝑗 = {
1, 𝑑𝑎𝑡𝑎 𝑝𝑎𝑠𝑠 𝑓𝑟𝑜𝑚 𝑖 𝑠𝑒𝑛𝑠𝑜𝑟 𝑡𝑜 𝑗 𝑠𝑒𝑛𝑠𝑜𝑟

0, 𝑑𝑎𝑡𝑎 𝑑𝑜 𝑛𝑜𝑡 𝑝𝑎𝑠𝑠 𝑓𝑟𝑜𝑚 𝑖 𝑠𝑒𝑛𝑠𝑜𝑟 𝑡𝑜 𝑗 𝑠𝑒𝑛𝑠𝑜𝑟
, (3) 

Using Dijkstra's algorithm 20 and transition matrix 𝐻 let find the shortest path 
from 𝑠1 to 𝑠𝑛. This way will be equal 𝑠𝑚𝑖𝑛 = {𝑠1, … , 𝑠𝑛}. In case when 𝑠𝑚𝑖𝑛 < 𝑛 
sensor network can be tested for resistance in failure of elements or loss of 
communication between sensors. Mark as 𝑚 number of sensors that are used 
in the shortest path 𝑠𝑚𝑖𝑛, therefore 𝑚 = |𝑠𝑚𝑖𝑛|. Using Dijkstra's algorithm or 
Lee algorithm 20; 21 find solution of the pathfinding problem with transition ma-
trix 𝐻 and transition weight matrix 𝐾∗. Elements of the matrix 𝐾∗ will be equal:  

 𝑘𝑖,𝑗
∗ = (1 − 𝑘𝑖,𝑗), (4) 

where 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑗 = 1, 𝑛̅̅ ̅̅̅, 𝑘𝑖,𝑗 – elements of the matrix 𝐾 (2). 

For Lee algorithm using graph that can be built using transition matrix 𝐻 must 
be planar.21 The solution of the described above problem will be vector 𝑠∗ with 
elements that have the smallest weight. In our case, using transformation (4), 
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these elements are sensors that have the biggest importance estimation for se-
lected sensor network. Using 𝑠∗ form transition vector ℎ∗ elements of which are 
transitions between elements of the 𝑠∗ vector. Select the first element ℎ1

∗ that 
is also certain element ℎ𝑖𝑗

∗  in the transition matrix 𝐻 and replace ℎ𝑖𝑗
∗  by zero. 

After replacement find again the shortest path from 𝑠1 to 𝑠𝑛. In the case of the 
way existing value of the ℎ𝑖𝑗

∗  in the 𝐻 matrix that is equal to zero should be 
replaced by its previous value and the next element from vector ℎ∗ should be 
considered. Otherwise, case of the way from the source to the target absenting 
means transition ℎ𝑖𝑗

∗  vulnerability. Find the ratio of the number of failures dur-
ing the test 𝑐0 to the number of transitions in the shortest path 𝑠∗. The obtained 
value means the probability of system failure in case of communication loss. 
Mark 𝑐ℎ as a network’s transition loss estimation and calculate it as an inverted 
to communication loss probability value in the next form: 

 𝑐ℎ = 1 −
𝑐0

𝑚𝑡
, (5) 

where 𝑐0 – number of loses during the test, 𝑚𝑡 – number of transitions in the 
shortest path 𝑠∗. 

For the next test select second element from the 𝑠∗ and replace by zero all 
values in the second row and column of the transition matrix 𝐻. After this re-
placement find the shortest path from the source 𝑠1 to the target 𝑠2. If there is 
a solution, return previous values of elements of the matrix 𝐻 and select next 
element from the first solution 𝑠∗. The first and the last elements of the 𝑠∗ are 
not considered as they are the source and the receiver and in case of their ab-
sence the data passing is impossible. In the absence of a solution after replace-
ment, it should be concluded that it is necessary to ensure the transmission of 
information in the absence of this sensor. It can be adding new sensors, chang-
ing sensor’s importance, etc. After calculating number of elements 𝑠∗ at zero 
value of which the connection was lost, we estimate stability of the system in 
the sensor’s loss case in the same with the formula (5) way in the next form: 

 𝑐𝑠 = 1 −
𝑠0

𝑚𝑠−2
,  (6) 

where 𝑠0 – number of loses during the test, 𝑚𝑠 – number of sensors in the 
shortest path 𝑠∗. 

In the formula (6) 𝑚 − 2 means that we don’t take into the account source 
and target sensors. 

Total sensor network’s stability estimation means simultaneous stability to loss 
of transition and loss of the sensor. This value can be calculated as the probability 
of simultaneous occurrence of two independent events 22 in the next way: 

 𝑐 = 𝑐𝑠𝑐ℎ. (7) 

The value 𝑐 = 1 means system stability with respect to the data transmission 
components.  
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Consider the second case. Suppose we have a set of sensors {𝑠1, 𝑠2, … , 𝑠𝑛} 
that are used for data collecting. Consider the same type of sensors and two-
dimensional case. Same sensors type means same observation or accumulation 
data type for all sensors. Described above network can schematically be illus-
trated on the next figure (Figure 2): 

 
Figure 2: 4-Sensors collecting data system with coverage radiuses. 

 
Mark as 𝑆̅ square that is covered by sensors 𝑆 = {𝑠1, 𝑠2, … , 𝑠𝑛}. According to 

the article 23 total coverage area of sensors 𝑆𝑖 and 𝑆𝑗 can be calculated using 
next formula: 
 𝑆𝑖𝑗 = 𝑆𝑖 + 𝑆𝑗 − 𝑆𝑖∩𝑗,  (8) 

where 𝑖 = 1, 𝑛 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , 𝑗 = 𝑖 + 1. 

Total coverage square can be calculated using formula (8) for the pair of sen-
sors 𝑆𝑖 and 𝑆𝑗 at the first step. At the next step mark area from the previous step 
as 𝑆𝑖 and calculate coverage area with the next 𝑆𝑗 sensor (Figure 3). 

 
Figure 3: Formula (8) using steps. 
 

Exclude the first sensor 𝑠1 from consideration and calculate square 𝑆̅ as de-
scribed above. Mark calculated square as 𝑆1̅. Assume that data amount ob-
tained by the sensor corresponds to the radius of its coverage. According to this 
assumption find accumulated data loss without sensor 𝑠1 in the next way: 

 𝑙1 = 1 −
𝑆1̅̅ ̅

𝑆̅
, (9) 

where 𝑆1̅ – square covered without sensor 𝑠1, 𝑆̅ – total square. 
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Using described above approach calculate loss estimations for all sensors get 
corresponding set 𝐿 = {𝑙1, 𝑙2, … 𝑙𝑛}. Select the largest element among the ele-
ments of this set. This element means the biggest loss in case of this sensor’s 
absenting. To decrease such loss additional sensor can be included into the data 
collecting set. As a result, there is a problem of the correct location of the addi-
tional sensor. In the article 24 information technology that allows to increase 
sensors’ operation time by regulating their coverage radiuses is presented. De-
scribed approach can be modified for finding sensor’s 𝑠 = 𝑠(𝑥, 𝑦, 𝑟) location 
with maximum coverage radius and given intersection with another sensors 
level. Suppose we have a set of movable sensors 𝑆 = {𝑠1, 𝑠2, … , 𝑠𝑛}, where each 
sensor has following parameters 𝑠𝑖 = 𝑠𝑖(𝑥, 𝑦, 𝑟), where 𝑥 and 𝑦 are sensor’s 
coordinates, 𝑟 – coverage radius, 𝑖 = 1, 𝑛̅̅ ̅̅̅. Suppose that sensor’s coverage ra-
dius is a constant value. Mark 𝑐 as sensors’ {𝑠1, 𝑠2, … , 𝑠𝑘} minimum allowed in-
tersection level with new sensor 𝑠. This statement can be described:24 

 |𝑟 − 𝑟𝑗| = 𝑐, (10) 

where 𝑗 = 1, 𝑘̅̅ ̅̅̅. 

Schematically value 𝑐 can be illustrated on the next figure (Figure 4): 

 
Figure 4: Value c meaning. 
 

It is also necessary to require that the coverage area of the added sensor is 
in the area under consideration. Mark borders of the area as 𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥, 𝑦𝑚𝑖𝑛, 
𝑦𝑚𝑎𝑥, therefore constraints can be presented in the next form: 

 {
𝑥𝑚𝑖𝑛 + 𝑟 ≤ 𝑥 ≤ 𝑥𝑚𝑎𝑥 − 𝑟
𝑦𝑚𝑖𝑛 + 𝑟 ≤ 𝑦 ≤ 𝑦𝑚𝑎𝑥 − 𝑟

. (11) 

Let assume that coordinates and coverage radiuses are already known and 
have constant values. As follows, problem of the sensor’s 𝑠 = 𝑠(𝑥, 𝑦, 𝑟) place-
ment with given intersection level 𝑐 can be formulated in the next form: 

 

{
 
 

 
 √(𝑥 − 𝑥1)

2 + (𝑦 − 𝑦1)
2 = 𝑟1 + 𝑟 − 𝑐

√(𝑥 − 𝑥2)
2 + (𝑦 − 𝑦2)

2 = 𝑟2 + 𝑟 − 𝑐
…

√(𝑥 − 𝑥𝑘)
2 + (𝑦 − 𝑦𝑘)

2 = 𝑟𝑘 + 𝑟 − 𝑐

, (12) 

 𝑥𝑚𝑖𝑛 + 𝑟 ≤ 𝑥 ≤ 𝑥𝑚𝑎𝑥 − 𝑟, 𝑦𝑚𝑖𝑛 + 𝑟 ≤ 𝑦 ≤ 𝑦𝑚𝑎𝑥 − 𝑟, (13) 
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where 𝑘 – the number of sensors according to which the new sensor should be 
positioned. 

The difference 𝑟 − 𝑐 in the right part of the (12) can be modified in the case 
of variant intersection level for each sensor as follows: 

 𝑟 − 𝑐𝑖, (14)  

where 𝑖 = 1, 𝑘̅̅ ̅̅̅. 

The solution of the (12)-(14) problem is pair of new sensor’s coordinates 
(𝑥∗, 𝑦∗). Obviously, problem (12)-(14) can have more than one solution. In such 
cases additional constraints should be taken into the account. 

Computer simulating results 

Computer simulation was performed with an assumption that the terrain is flat 
and there is no impact on sensing and communication. Consider sensor network 
that consists of 8 sensors and serves for data transmission. Connection matrix 
𝐴, sensors’ importance vector 𝑐 and transition matrix 𝐻 for this network have 
next values: 

𝐴 =

(

 
 
 
 
 

0 1 1 0 0 0 0 0
1 0 0 1 0 0 0 0
1 0 0 1 0 0 0 0
0 1 1 0 1 1 1 0
0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 1
0 0 0 0 1 1 1 0)

 
 
 
 
 

,𝑐 = (1, 0.8, 0.5, 1, 0.7, 0.5, 0.9, 1),𝐻 =

(

 
 
 
 
 

0 1 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 1 1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0)

 
 
 
 
 

. 

Using formula (2) find transition weight matrix 𝐾 and as a result with formula 
(4) transition weight matrix 𝐾∗ will be equal: 

































=

095.075.085.00000

95.000095.0000

75.000075.0000

85.000085.0000

095.075.085.0075.09.00

000075.00075.0

00009.0009.0

0000075.09.00

K

, 
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































=

005.025.005.00000

05.000005.0000

25.000025.0000

15.000015.0000

005.025.015.0025.01.00

000025.00025.0

00001.0001.0

0000025.01.00

*K

. 

Described with these matrixes sensor network with transition weights can 
schematically be illustrated on the next figure (Figure 5): 

 
Figure 5: Sensor network. 

The shortest path from 𝑠1 to 𝑠8 according to transition matrix 𝐻 and transi-
tion weight matrix 𝐾∗ is 𝑠∗ = {𝑠1, 𝑠2, 𝑠4, 𝑠7, 𝑠8} with transitions  
ℎ∗ = {ℎ1,2, ℎ2,4, ℎ4,7, ℎ7,8}. Using vectors 𝑠∗ and ℎ∗ results of the described 
above tests according to formulas (5)-(7) are: 

𝑐ℎ = 1, 𝑐𝑠 = 0.33, 𝑐 = 𝑐ℎ𝑐𝑠 = 0.33. 

According to the test results, presented sensor network is not stable with re-
spect to the data transmission sensors, especially 𝑠4 sensor. To increase net-
work’s stability transition from 𝑠2 to 𝑠5 or from 𝑠3 to 𝑠5  should be added. With 
one of the proposed transitions estimation value 𝑐𝑠 increases to 1 and as a result 
total estimation 𝑐 also increases to 1 that means sensor network’s stability with 
respect to the data transmission components. With the proposed method using 
the stability of the given network was increased by 67%. 

Consider collecting data sensor network that consists of 4 sensors with pa-
rameters that are presented in the Table 1. Make some assumptions that the 
terrain is flat, rectangular with size 100x100 and does not depend on the value 
measured by the sensors. 
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Table 1. Computer simulating input dataset. 

𝒔 (𝒙, 𝒚) 𝒓 
𝑠1 (20, 55) 19 

𝑠2 (35, 40) 7 

𝑠3 (50, 50) 13 

𝑠4 (80, 45) 15 

 
Sensors’ positions and covered areas can be illustrated on the next figure 

(Figure 6): 

 

Figure 6: Sensors with coverage radiuses. 

Total covered square using (8) is equal 𝑆̅ =  2446.8. According to the formula 
(9) estimation loss vector is equal 𝐿 = {0.44, 0.07,0.21,0.28}. So additional sen-
sor should be added in case of the first sensor’s loss. Let find new position of 
the additional sensor with the same intersection levels as they are for 𝑠1 𝑐1,2 =
5 and 𝑐1,3 = 1 using (13)-(15): 

{
√(𝑥 − 35)2 + (𝑦 − 40)2 = 16

√(𝑥 − 50)2 + (𝑦 − 50)2 = 30
, 

19 ≤ 𝑥 ≤ 81, 19 ≤ 𝑦 ≤ 81, 𝑥 ≠ 20, 𝑦 ≠ 55. 

The solution of this system is {
𝑥 = 41.7
𝑦 = 20.1

. Additional sensor’s position with 

covered area can be illustrated on the next figure (Figure 7): 
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Figure 7: First additional sensor with coverage area (dashed line). 

Also, according to the input dataset and Figure 7 last sensor is not intersect-
ing with the other sensors. This fact means absence data transition between all 
sensors in the presented network. This problem can be solved with the addi-
tional sensor. Let find new position of the additional sensor with the coverage 
radius 𝑟 = 15 and intersection levels 𝑐3 = 𝑐4 = 1 with taking into the account 
previous solution (Figure 7) using (13)-(15): 

{
√(𝑥 − 50)2 + (𝑦 − 50)2 = 26

√(𝑥 − 80)2 + (𝑦 − 45)2 = 28
, 

15 ≤ 𝑥 ≤ 85, 50 ≤ 𝑦 ≤ 85. 

The solution of this system is {
𝑥 = 66.9
𝑦 = 69.7

. Additional sensor’s position with cov-

ered area can be illustrated on the next figure (Figure 8): 

 

Figure 8: Second additional sensor with coverage area (dash-dot line). 
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With the additional sensor (dash-dot line) total coverage square increased by 
28.7 % and is equal 3151.3.  

Conclusions 
Thus, in the article method for testing sensor networks in two use cases is pre-
sented. The method is considered in the case of operating large amounts of 
data. In the case of Big Data transport sensor network tests allow calculating 
estimations for connection loss and sensor loss situations. As a result, vulnera-
ble components can be detected. For the Big Data collecting sensor network 
systems case test allows us to find the most valuable sensor that means the 
biggest loss without this sensor. Also, an approach that allows us to find an op-
timal additional sensor’s placement with a given intersection level is described. 
Sensor’s movement can also cause data and connection loss, so given ap-
proaches can be used for such situations. Computer simulation was performed 
with an assumption that the terrain is flat and there is no impact on sensing and 
communication. Terrain and the possibility of communication interference will 
be taken into account in further research. Computer simulating results which 
are presented confirm the feasibility and effectiveness of using the proposed 
approaches and appropriate software. 
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