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ABSTRACT:
Many organizations experience cyberattacks with the aim of the dissemination of malicious information. Situational awareness is a tool to counteract the campaigns of malicious information and reduce its dissemination. This article proposes a conceptual model for a cyber defence awareness system, which aims to support human operators to avoid this type of threat. The system will identify (classify) three campaign types of malicious information operations – malicious information injections in web content, malicious information injections in fake social network accounts, and malicious information dissemination via email messages. A model for identification of the type of campaign of malicious information operations based on Dempster-Shafer evidence theory is proposed. The work presented here is a part of the Cyber Rapid Analysis for Defence Awareness of Real-time Situation - CyRADARS project.
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Introduction

The number of organizations that have experienced cyberattacks with the aim of dissemination of malicious information and malware is growing up every day. These attacks do not reside in borders of the country, they cross borders and are distributed in global cyberspace. In this context, situational awareness is an important tool for countermeasures and threat avoidance.

Traditionally, Situational Awareness (SA) is an activity for human decision making. Nowadays, because of the spread of information technologies in our life, big data and activities in the cyberspace, humans would not be able to analyse a huge amount of data and timely react to malicious attacks. SA activities should be assisted by a system, analysing constantly stored statistical data and/or other information for determining malicious information attacks.

One of the key priorities of NATO Science for Peace and Security Programme is cyber defence situation awareness and Cyber Rapid Analysis for Defence Awareness of Real-time Situation project (CyRADARS) is an awardee to support research activities in this area.

The Cyber Rapid Analysis for Defence Awareness of Real-time Situation project – CyRADARS

The goal of the CyRADARS project, as it is described in the Project plan, is to develop theoretical foundations, methods, and recommendations, as well as software tools for Situational Awareness (SA) that will enable, in an almost online mode, friendly security forces to:

- monitor Cyberspace to detect malicious information injections and give timely notification of an information attack;
- create conditions necessary for decision making about prevention or timely response to enemy’s information injections.

The research tasks are related to discovering with machine learning techniques direct network attacks associated with disinformation campaigns or unusual network behaviour.

During the project, models, metrics, algorithms, and information technologies, including associated software are developed, which implement all three Situation Awareness (SA) levels: perception, comprehension, projection. The developed software is created to a large extent on the basis of open source technologies, so it will be possible to integrate the system with other information systems already in operation. This will provide an important, currently missing capability to protect against hostile information operations.

Cyber Defence Situational Awareness

The focus of this work is one of the main modes of adversarial unarmed influence, namely, the spreading of malicious information in cyberspace. It has a complicated character due to a complex problem domain and complex behaviour.

There are huge numbers of publications on the current experience in SA based on the ideas and definition from. Endsley’s definition of situational
awareness is “the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning and the projection of their status in the near future.” According to the Project plan, assuring SA in area of detecting and tracking of malicious information operations implies performing activities at the following three levels:

**Level 1: Perception of elements in the environment**

In our case, systems of online information acquisition from multiple channels (such as Ukrainian, Russian, and English news and information websites, social networks, emails).

**Level 2: Comprehension of the current situation**

A human operator determines the presence of particular information threats. During this activity, the system assists him in analysing constantly stored statistical data or other information by determining information attacks and applying contrast analysis or other techniques.

**Level 3: Projection of future status**

In online mode, conclusions are being made about the evolution of the situation and possible future actions of the enemy, decisions are being made about resisting information injections:

- an order is issued to prepare a counterpropaganda message;
- distracting messages (prepared beforehand) are being broadcast;
- channels transmitting fake messages are being tracked, in order to terminate them afterward, and so on.

Cyber security situational awareness implies information to be collected from many sources. To analyse and evaluate the impact of security incidents on a networked system in authors propose cyber security situation assessment model, based on multi-heterogeneous sensors. Security data obtained from multi-sensors are fused according to the network topology and the importance of services and hosts, using Dempster-Shafer evidence theory. Based on this theory in is suggested a model of network security situation awareness, which obtains the values of security situation awareness of network by data source level fusion, host level fusion and system level fusion.

A multi-attribute decision-making trust evaluation model based on Dempster-Shafer evidence theory in a multi-source and heterogeneous environment is developed and described by Zheng. By collecting, processing, and evaluating attack event information from many data sources of security devices, it evaluates the possibility of network intrusion for aims of a network security situation assessment.

In the next sections we propose a model for a cyber defence situational awareness system of campaigns with malicious information operations. The approach for recognition of a type of campaign of malicious information operations is based on Dempster-Shafer evidence theory, and the next section presents briefly the basics of this theory.
Dempster-Shafer Evidence Theory

Dempster-Shafer theory was first introduced by Arthur Dempster in 1967 as a mechanism for reasoning under knowledge uncertainty, and subsequently extended by Glenn Shafer. In 1976 Shafer published ‘A Mathematical theory of evidence’.

Dempster-Shafer theory is a mathematical theory of evidence based on belief functions and plausible reasoning.

Definition 1: Assume a set of mutually exclusive and exhaustive propositions (hypothesizes) \( \Theta = \{X_0, X_1, \ldots, X_n\} \), \( \Theta \) is called a frame of discernment, \( 2^\Theta \) is the set of all the subset of \( \Theta \), called power set of \( \Theta \).

A mass value \( m \) between 0 and 1 is assigned to each subset of the power set. i.e.

\[ m: 2^\Theta \to [0, 1] \]  

The function (1) is called the mass function (or the basic probability assignment – BPA) whenever it satisfies the equation (2) and (3):

\[ m(\emptyset) = 0 \]  
\[ \sum_{A \subseteq \Theta} m(A) = 1 \]  

In other words, \( m(A) \) is a measure of belief assigned by a given evidence to \( A \), where \( A \) is any element of \( 2^\Theta \).

Definition 2: Belief function. The Belief function based on BPA \( m \) on the frame of discernment is defined as:

\[ Bel: 2^\Theta \to [0, 1] \]  
\[ Bel(X) = \sum_{Y \subseteq X} m(Y), \ for \ each \ X \subseteq \Theta \]  

i.e \( Bel(X) \) is the degree of support for the proposition \( X \).

Definition 3: Plausibility function. The Plausibility function based on BPA \( m \) on the frame of discernment is defined as:

\[ Pls(X) = \sum_{Y \cap X \neq \emptyset} m(Y), \ for \ each \ X \subseteq \Theta \]  

Given mass assignments for the power set, the upper and lower bounds of a probability interval can be determined since these are bounded by two measures that can be calculated from the mass, the degree of belief (Bel) and the degree of plausibility (Pls).

It is always true that:

\[ m(X) \leq Bel(X) \leq Pls(X). \]  

Definition 4: Dempster rule of combination:

Dempster rule of combination is concerned with uniting two mass functions on a frame of discernment, for example \( m_1 \) and \( m_2 \). In this case, the combined mass function of \( m_1 \) and \( m_2 \) is denoted by \( m_{1,2} \) where:

\[ m_{1,2}(\emptyset) = 0 \]  
\[ m_{1,2}(X) = (m_1 \oplus m_2)(X) \]
and
\[ (m_1 \oplus m_2)(X) = \frac{1}{1-K} \sum_{Y \cap Z = X} m_1(Y)m_2(Z) \quad (10), \]
where
\[ K = \sum_{Y \cap Z = \emptyset} m_1(Y)m_2(Z), \quad K \neq 1 \quad (11). \]

Equation (10) emphasizes the agreement between multiple sources of information and ignores conflicting evidence by using a normalization factor, which is equal to 1-K.

**A Model for a Cyber Defence Situational Awareness System**

A proposed model of a cyber defence situational awareness system is intended to provide situational awareness of campaigns with malicious information based on three existing systems for network behaviour awareness, attacks against the simulated system (services) with honeypot awareness, and malicious web content awareness.

**Campaigns with Malicious Information in the Context of the CyRADARS Project**

The definition of malicious information is dependent on the context. In the Council of Europe’s Information Disorder Report, authors propose a conceptual framework for examining information disorder, identifying three different types: mis-, dis- and mal-information. The difference between the three types of information is based on the intention of malicious information – just falsehood or harm.

During the course of the CyRADARS project (i.e. as an activity of Task 2.1), an expert study was conducted. Results from this study about the meaning of malicious information, show that for more than 52% of the responders, malicious information means malicious software. For over 38% of the experts, malicious information is equal to disinformation (i.e. false information is knowingly shared to cause harm or fishing scam, or spam.

We distinguish the following campaign types of malicious information operations, which will be addressed by the developed cyber defence situational awareness system:

- Malicious information injections in web content;
- Malicious information injections in fake social network accounts;
- Malicious information dissemination via email messages – fishing scam or spam.

**The Proposed Conceptual Model**

The aim of situation awareness in our case is to display information and alarm the responsible staff about certain types of campaigns of malicious information operations, in order to support decision maker to define the countermeasures. To detect potential malicious information operations in near to real time, the system should implement data pre-processing, feature extraction, data fusion,
situation assessment, and situation visualization. Based on this and keep in mind the definition of SA in section 1.2 which imply activities at three levels, we proposed a layered conceptual model for an architecture of the CyRADARS cyber defence situational awareness (CCDSA) system.

Figure 1 presents the proposed conceptual model that the system for situational awareness of campaigns with malicious information operations, identified in section 2.1, will be based on. The aim is to integrate and fuse the information captured by three systems – System for discovering unusual network behaviour, System for primary analysis of information flows and anomalies, content monitoring and hidden patterns detection, and Honeypot systems, in order to provide a broader and more complete and reliable situational awareness. The CyRADARS partners will share the report on a discovered and confirmed type of campaign of malicious information activities, as well.

The suggested conceptual model consists of the following layers:

- Data layer;
- Integration layer;
- Interpretation layer;
- Presentation layer.

**Data layer.** The data layer is responsible for data collection from input interfaces, which are fed by the three source systems. Information for detected unusual network behavioural profiles, records from honeypot log file analysers, and analyser of malicious information injections in web content and/or fake social network accounts form a raw dataset. This layer also provides the metadata descriptions of the input data. For example, the metadata in case, when Honeypots are a source of data, could be HTTP headers, the content of various protocol-specific fields, md5 sums of downloaded files, etc.

**Integration layer.** Because of the huge amount of different information from the three different sources, the information needs to be normalized. This level is responsible for semantic integration of data from the sources for additional operations on them, which include features extraction and attributing. The integration layer is the layer that transforms and completes refinement of target data.

**Interpretation layer.** This layer is responsible for the analysis and assessment of data, provided by the Integration layer. The analysis could include correlation methods, data fusion, machine learning, etc. The correlation analysis should be conducted of characteristic parameters of the information collected by the three sources. The layer should define the primary suggestion of current state of situational awareness.

**Presentation layer.** Functions of the layer are related with representation of the information derived at the previous layer and provided a current state of situational awareness in order to support decision makers. This includes visualization graphics, alarming messages, etc. The analysis of information at this level will be supported by a cyber security expert. If the expert confirms the
recognized malicious activities by the previous level, the report will be generate and shared with other systems/organizations.

The CCDSA system will be developed based on the conceptual model, presented in figure 1. The CCDSA system will collect data, generated by the three system. Each of these systems is designed to monitor and detect traces and evidences of campaigns with malicious information operations. The three systems are:

- Honeypot systems;
- System for discovering of unusual network behaviour;
- System for discovering malicious information injections in web content and/or fake social network accounts.

![Figure 1: A conceptual model of a cyber defence situational awareness system of campaigns with malicious information.](image)
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Honeypot is a computer system or application developed to be intentionally vulnerable, so an attacker to detect and try to exploit the vulnerabilities. Honeypots could be used for the scanning activity of worms or bots, learning about compromised nodes, capturing new malware, studying hacker behaviour, looking for internal infections or attacks from insiders, etc.\textsuperscript{21} For the goals of the CyRADARS project, we plan to use a low interaction open source honeypot systems such as Glastopf,\textsuperscript{23} Dionaea,\textsuperscript{24} or similar ones.

A software system for recognition fake//phony social network accounts and malicious content insertion in a web\textsuperscript{5} is output from the CyRADARS project work.

A software tool that is able to identify unusual network behaviour\textsuperscript{6,7} is developed also as the project result.

A workflow process of the CCDSA system is presented with a flowchart diagram in Fig. 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{flowchart.png}
\caption{A flowchart of the CCDSA system.}
\end{figure}

The input data for the CCDSA system are data from the three source systems. These different types of data will be collected, analysed and attributed and the results should be integrated, and fused to present the current state of cyber defence situational awareness about the campaign types of malicious
information operations and support the countermeasure process. The decision about campaign types of malicious information operations will be supported by the cyber security expert. The output will be reports on discovered types of campaign of malicious information operations in the monitored network infrastructure. Each of the reports will include (at a minimum) the following information about suspicious event (some parts could be generated by the CCDSA system, others could be described with the support by a human operator):

- Type of malicious information operations;
- Source of the malicious operation (ex. a source IP address and/or an identifier of the account);
- Event time;
- Short description of the event (malicious information operations).

The report will be shared with partner’s CCDSA systems through a specific interface.

The most important component of the system is the model for identification (recognition) of the type of campaign of malicious information operations. Section 2.3 presents an approach for recognition of a type of campaign of malicious information operations.

**A Model for Identification of the Type of Campaign of Malicious Information Operations Based on Dempster-Shafer’s Evidence Theory**

The problem for recognitions of type of campaign of malicious information operations, could be considered as a classification problem. Each campaign of malicious information operations needs to be recognized, so the implemented countermeasures and defence actions should be initiated. The following algorithm is proposed to solve the classification problem for the type of campaign of malicious information operations.

**Step 1: Data collection**

Collect the information from the three source systems for a predefined time period (for example one hour/day/week/month). The collected data will be a raw dataset.

**Step 2: Feature extraction, attributes definition**

The first step is data preparation, i.e. processing data to produce meaningful information. This means that influential features should be extracted and a dataset with meaningful attributes and their values should be built. The built dataset will include all the possible hypotheses of the Dempster-Shafer system, as a given campaign will be assigned only to one class (type). The collected data will be processed automatically to extract meaningful features and produce the needed dataset.

**Step 3 Split the dataset into two subsets – training and test datasets**

The dataset should be divided into two datasets – training dataset and test dataset. This division is dependent on the dataset. For example, if the dataset is
imbalanced, it would be suitable to use a $k$-fold cross validation approach, or in another case splitting, based on good practices (ex. 60%-80%/40%-20%).

**Step 4. Derive mass values using the training dataset**

A mass value should be assigned for each attribute in the following way:

A probability is used to assign mass values. The probability is a value in the interval $[0, 1]$ which defines the probability of a given type of campaign of malicious information operations conducted with an attribute $k$.

Let $P_{ik} = \frac{N_{ik}}{N_k}$, where

- $P_{ik}$ is the probability of the campaign of type $i$ of malicious information operations with an attribute $k$.
- $N_{ik}$ is the number of the records for the campaigns of type $i$ of malicious information operations with the attribute $k$.
- $N_k$ is the total number of the records for the campaigns of malicious information operations with the attribute $k$.
- $i \in \Theta = \{\text{type 1, type 2, type 3, other}\}$
- where,
  - type 1 – Malicious information injections in web content;
  - type 2 – Malicious information injections in a fake social network accounts;
  - type 3 – Malicious information dissemination through fishing scam or spam.
- $k$ is a set of values, which $\forall$ attribute can have.

The values of $N_{ik}$ and $N_k$ are calculated from the training dataset, so that the general probabilities ($P_i$, $i=1, 2, 3$) of the three types of campaigns of malicious information operations can be obtained for each attribute and used to define the mass functions.

Consequently,

$$m_{ik}(\Theta) = 1, \text{ if } P_{ik} = P_i$$

$$m_{ik}(i) = \frac{P_i - P_{ik}}{1 - P_i} \text{ and } m_{ik}(\Theta) = 1 - m_{ik}(i), \text{ if } P_{ik} > P_i$$

$$m_{ik}(\Theta \setminus \{i\}) = \frac{P_i - P_{ik}}{P_i} \text{ and } m(\Theta \setminus \{i\}) = 1 - m(\Theta \setminus \{i\}), \text{ if } P_{ik} < P_i$$

$$m_{ik}(X) = 0, \text{ for all undefined subsets of } \Theta.$$ 

For each attribute of each type of the campaign, if the probability for type $i$ with value $k$ for this attribute is larger than the general probability for type $i$, then the type is more likely to be type $i$ with value $k$ for that attribute, $k$ is a specific value of that attribute. Contrary, if the probability for type $i$ with value $k$ for this attribute is smaller than the general probability, then the campaign is not likely to be type $i$ with the value $k$ for that attribute, it is more likely to be
If the probability for type \( i \) with value \( k \) for this attribute is equal to the general probability, then no evaluation (deduction) is possible based on that information, i.e., the uncertainty is equal to 1.

The defined in that way mass function meets the conditions (1) – (3).

**Step 5. Assign mass values for each attribute**

Assigning the mass values for each attribute based on the defined in the previous step mass functions. The dataset is processed three times:

- **For each record in the dataset, combine (see the formulas (8) – (11)) the mass values of all the attributes of type 1 of the campaign (Malicious information injections in web content), i.e. \( m_1 = \oplus_k m_{1k} \)**

- **For each record in the dataset, combine (see the formulas (8) – (11)) the mass values of all the attributes of type 2 of the campaign (Malicious information injections in a fake social network accounts), i.e. \( m_2 = \oplus_k m_{2k} \)**

- **For each record in the dataset, combine (see the formulas (8) – (11)) the mass values of all the attributes of type 3 of the campaign (Malicious information dissemination through fishing scam or spam), i.e \( m_3 = \oplus_k m_{3k} \)**

**Step 6. Combine the mass values for the three types of the campaign of malicious information operations**

For each record in the dataset, combine (according to the formulas (8) – (11)) the mass values for the three types of the campaign of malicious information operations, i.e \( m = m_1 \oplus m_2 \oplus m_3 \).

**Step 7. Detect the result**

In this step, a decision rule should be applied in order to identify the type of campaign of malicious information operations.

**Step 8. Analyse the recognition accuracy using performance measures**

Depending on the dataset (its balance) different performance metrics should be used in parallel to analyse the accuracy of the recognition process. Below are listed some of the metrics that could be used to analyse the usability of the proposed model.

- **Accuracy** \( A \) is a relevant measure when the data set is balanced, when a dataset is imbalanced, accuracy could be a misleading indicator.

\[
A = \frac{TP + TN}{TP + FP + FN + TN} \tag{12}
\]

- **Precision** \( P \) represents the confidence of recognition of the type of the campaign.

\[
P = \frac{TP}{TP + FP} \tag{13}
\]

- **Recall** \( R \) is a measure that represents the true positive rate, i.e the ability of the model to recognize correctly the type of campaign.
\[ R = \frac{TP}{TP + FN}. \] (14).

- \textit{F-measure} is defined as the harmonic mean of the Precision and Recall.

In case of an imbalanced dataset, it is proposed to use a \textit{g-mean} metric:

\[ g\text{-}mean = \sqrt{\frac{TP}{TP + FN} \cdot \frac{TN}{TN + FP}} \] (15).

The metric \textit{g-mean} is the geometric mean of the true positive and true negative rates.

In all expressions (12) – (15), \(TP\), \(TN\), \(FP\), and \(FN\) are the numbers of true positives, true negatives, false positives and false negatives recognitions (classifications) respectively.

\textbf{A model for Identification of the Type of Campaign of Malicious Information Operations Based on Dempster-Shafer’s Evidence Theory}

The problem for recognitions of type of campaign of malicious information operations, could be considered as a classification problem.\(^8\) Each campaign of malicious information operations needs to be recognized, so the implemented countermeasures and defence actions should be initiated. The following algorithm is proposed to solve the classification problem for the type of campaign of malicious information operations.

\textit{Step 1: Data collection}

Collect the information from the three source systems for a predefined time period (for example one hour/day/week/month). The collected data will be a raw dataset.

\textit{Step 2: Feature extraction, attributes definition}

The first step is data preparation, i.e processing data to produce meaningful information. This means that influential features should be extracted and a dataset with meaningful attributes and their values should be built. The built dataset will include all the possible hypotheses of the Dempster-Shafer system, as a given campaign will be assigned only to one class (type).

The collected data will be processed automatically to extract meaningful features and produce the needed dataset.

\textit{Step 3 Split the dataset into two subsets – training and test datasets}

The dataset should be divided into two datasets – training dataset and test dataset. This division is dependent on the dataset. For example, if the dataset is imbalanced, it would be suitable to use a \textit{k}-fold cross validation approach,\(^9\) or in another case splitting, based on good practices (ex. 60%-80%/40%-20%).

\textit{Step 4 Derive mass values using the training dataset}

A mass value should be assigned for each attribute in the following way:
A probability is used to assign mass values. The probability is a value in the interval \([0, 1]\) which defines the probability of a given type of campaign of malicious information operations conducted with an attribute \(k\).

Let \(P_{ik} = \frac{N_{ik}}{N_k}\)

where
- \(P_{ik}\) is the probability of the campaign of type \(i\) of malicious information operations with an attribute \(k\).
- \(N_{ik}\) is the number of the records for the campaigns of type \(i\) of malicious information operations with the attribute \(k\).
- \(N_k\) is the total number of the records for the campaigns of malicious information operations with the attribute \(k\).
- \(i \in \Theta=\{\text{type 1, type 2, type 3, other}\}\)
- where,
  - type 1 – Malicious information injections in web content;
  - type 2 – Malicious information injections in a fake social network accounts;
  - type 3 – Malicious information dissemination through fishing scam or spam.
- \(k\) is a set of values, which \(\forall\) attribute can have.

The values of \(N_{ik}\) and \(N_k\) are calculated from the training dataset, so that the general probabilities \((P_i, i=1, 2, 3)\) of the three types of campaigns of malicious information operations can be obtained for each attribute and used to define the mass functions.

Consequently,

\[
m_{ik}(\Theta)=1, \text{ if } P_{ik}=P_i,
\]

\[
m_{ik}(i) = P_{ik}-P_i \quad \text{and} \quad m_{ik}(\Theta)=1-m_{ik}(i), \text{ if } P_{ik}>P_i,
\]

\[
m_{ik}(\Theta\{i\}) = \frac{P_i-P_{ik}}{P_i} \quad \text{and} \quad m(\Theta\{i\})=1-m(\Theta\{i\}), \text{ if } P_{ik}<P_i,
\]

\[
m_{ik}(X) = 0, \text{ for all undefined subsets of } \Theta.
\]

For each attribute of each type of the campaign, if the probability for type \(i\) with value \(k\) for this attribute is larger than the general probability for type \(i\), then the type is more likely to be type \(i\) with value \(k\) for that attribute, \(k\) is a specific value of that attribute. Contrary, if the probability for type \(i\) with value \(k\) for this attribute is smaller than the general probability, then the campaign is not likely to be type \(i\) with the value \(k\) for that attribute, it is more likely to be ‘not type \(i\)’. If the probability for type \(i\) with value \(k\) for this attribute is equal to the general probability, then no evaluation (deduction) is possible based on that information, i.e., the uncertainty is equal to 1.

The defined in that way mass function meets the conditions (1) – (3).

**Step 5. Assign mass values for each attribute**

Assigning the mass values for each attribute based on the defined in the previous step mass functions. The dataset is processed three times:
- For each record in the dataset, combine (see the formulas (8) – (11)) the mass values of all the attributes of type 1 of the campaign (Malicious information injections in web content), i.e. $m_1 = \bigoplus_k m_{1k}$.
- For each record in the dataset, combine (see the formulas (8) – (11)) the mass values of all the attributes of type 2 of the campaign (Malicious information injections in a fake social network accounts), i.e. $m_2 = \bigoplus_k m_{2k}$.
- For each record in the dataset, combine (see the formulas (8) – (11)) the mass values of all the attributes of type 3 of the campaign (Malicious information dissemination through fishing scam or spam), i.e. $m_3 = \bigoplus_k m_{3k}$.

**Step 6. Combine the mass values for the three types of the campaign of malicious information operations**

For each record in the dataset, combine (according to the formulas (8) – (11)) the mass values for the three types of the campaign of malicious information operations, i.e. $m = m_1 \oplus m_2 \oplus m_3$.

**Step 7. Detect the result**

In this step, a decision rule should be applied in order to identify the type of campaign of malicious information operations.

**Step 8. Analyse the recognition accuracy using performance measures**

Depending on the dataset (its balance) different performance metrics should be used in parallel to analyse the accuracy of the recognition process. Below are listed some of the metrics that could be used to analyze the usability of the proposed model.

- **Accuracy $A$** is a relevant measure when the data set is balanced, when a dataset is imbalanced, accuracy could be a misleading indicator.
  $$A = \frac{TP + TN}{TP + FP + FN + TN}$$
  (12).

- **Precision $P$** represents the confidence of recognition of the type of the campaign.
  $$P = \frac{TP}{TP + FP}$$
  (13).

- **Recall $R$** is a measure that represents the true positive rate, i.e the ability of the model to recognize correctly the type of campaign.
  $$R = \frac{TP}{TP + FN}$$
  (14).

- **F-measure** is defined as the harmonic mean of the Precision and Recall. In case of an imbalanced dataset, it is proposed to use a $g$-mean metric:\n  $$g\text{-mean} = \sqrt{\frac{TP}{TP + FN} \frac{TN}{TN + FP}}$$
  (15).

The metric $g\text{-mean}$ is the geometric mean of the true positive and true negative rates.
In all expressions (12) – (15), $TP$, $TN$, $FP$, and $FN$ are the numbers of true positives, true negatives, false positives and false negatives recognitions (classifications) respectively.

**Conclusion and Next Steps**

The proposed Cyber Defence Situational Awareness system model for cyber defence awareness system of campaigns with malicious information is currently implemented for validation in a software system. The three existing systems, now are working independently for providing the raw dataset and associated metadata. The next step is practical verification and validation of the proposed model for recognition of the campaign type of malicious information operations on the collected raw data. After successful validation the three source systems will be integrated into the CCDSA system.

The developed system will be deployed at three sites – Chernihiv National University of Technology (Ukraine), “Igor Sikorsky” Kyiv Polytechnic Institute (National Technical University of Ukraine), and Bulgarian Defence Institute. The system at one site will work independently from systems at other sites but will share the information via the special interface.
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